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SLAM implementation using ROS2 for a differential drive robot

by Florian Büttiker

This thesis examines the utilisation of Simultaneous Localization and Mapping (SLAM)
through the ROS2 in a differential drive robot, with a particular emphasis on its deploy-
ment in polytunnels. The research assesses the efficacy of visual SLAM techniques in
agricultural contexts, where robots are deployed for tasks such as crop monitoring and
pesticide spraying.
Simulated polytunnel conditions, which revealed that visual-inertial SLAM provides su-
perior accuracy to visual-only methods, particularly in challenging terrain. The system’s
sensitivity to factors such as mist or dirt on the camera lens represents a limitation in
its performance. While the SLAM system shows promise for agricultural use, further
refinement is required. Future research should seek to improve robustness against environ-
mental disturbances and include field testing. This study contributes to the development
of autonomous agricultural robots, offering insights for more reliable farming solutions.
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Chapter 1

Introduction

1.1 Company

This thesis was written in collaboration with ANT Robotic, a Hamburg-based company
that produces collaborative robots designed to assist farmers. Given the predicted shortage
of qualified workers, particularly in cultivation and harvesting, these autonomous robots
have the potential to address this challenge. The robots are designed for specific purposes,
including harvesting, pesticide spraying and crop monitoring.

1.2 Problem

In order for these autonomous machines to function correctly, it is essential to obtain pre-
cise positioning data. This information is then employed to facilitate navigation of the
environment. In order to optimise the movement of the robot, it is best to have a map of
the surrounding environment. This map can also be saved and used for the next mission
in that environment, thus saving time on the farmer’s side.
With a working system, the initial configuration can also be reduced, and the robot can
learn about the environment as it navigates though it.
The robot that was considered is a differential drive robot, designed for the use in poly-
tunnel environments.

FIGURE 1.1: Cultivation of Strawberries in a Polytunnel [1]
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As illustrated in Figure 1.1, the floor of the polytunnel may be constructed from soil or a
more solid material. This variation in composition affects the grip of the tyres, which may
not always be consistent. Additionally, the ground surface is not always perfectly flat. The
crop is typically cultivated at an elevated height using poles.

1.3 State of the Art

1.3.1 SLAM

The SLAM problem has been a long-standing challenge in the field of computer vision
and robotics. The pioneers in this field were at the forefront of research in the 1980s and
1990s, working on this problem [2, 3]. After a period of intense focus on expensive LIDAR
sensors, there was a shift towards the use of more affordable sensors and real-time appli-
cations. This led to the development of new strategies to solve the problem, as illustrated
in Figure 1.2.

FIGURE 1.2: Overview of SLAM History with milestones [4]

In recent years, a considerable number of packages have been published. These can be
classified according to their underlying methodology, which may be feature-based, direct,
or RGB-D based. RGB-D is the only method that requires some form of stereo vision;
the others do not necessarily require it, but often support it. Notable representatives
of the direct method include the LSD-SLAM package[5] and the 2018 DSO package [6].
Additionally, the ORB-SLAM series [7, 8, 9] exemplifies a prominent feature-based method.
In the RGB-D category, the ElasticFusion package [10] is a prominent example.
The use of images and, consequently, the generation of more data has led to a significant
increase in computational costs. This is why many of these algorithms run on GPUs.
Another promising package is the NVIDIA-vSLAM package [11], as it has been optimised
to run on the NVIDIA GPU, rather than solely on CPUs. This is particularly beneficial
for embedded mobile applications utilising visual SLAM (vSLAM) in real-time, which are
battery-powered and require minimal power consumption. It can be deployed on a System-
on-Module (SOM) such as the NVIDIA Jetson Nano, with a power consumption of 10 W
to 15 W.
Tao Peng et al. [12] has shown that using such platforms can improve performance and
reduce the power consumption in the same time. This while using ORB-SLAM 2 [8] which
isn’t necessarily optimized for hardware-acceleration and according to [13] performs worse
than NVIDIA’s vSLAM when benchmarked with the KITTI dataset [14].
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1.3.2 Navigation in Polytunnels

By considering navigation and localisation in polytunnels or greenhouses, there are a num-
ber of different approaches that can be taken. The straightforward approach to localisation
employed in open fields utilising GNSS or GPS-RTK comes to mind. However, this method
is susceptible to disruptions in polytunnels [15]. Nevertheless, even if a real-time kinematics
setup is employed, it is a costly solution that only provides a location, thus it is necessary
to have a map of the tunnel in place. Alternative approaches in strawberry polytunnels
utilise 2D LIDAR and an IMU [16].

1.4 Objective and Scope

The objective of this study is to assess the viability of a visual SLAM approach in a poly-
tunnel environment.
Given the potential benefits of using cameras on agricultural robots, for instance for
analysing plant health or fruit ripeness, this study focuses on visual solutions, contrary
to the conventional approach to SLAM systems which employs LIDAR.

1. How reliable is a camera-based SLAM solution in a polytunnel?

2. Visual vs. Visual-Inertial SLAM?

3. How does an obstructed FOV (mist/dirt) affect the performance?

4. Is using the wheel odometry beneficial to the performance?

These questions guide the investigation into optimizing autonomous robot navigation
within polytunnel environments.

1.5 Significance

The findings presented here can be of vital importance for agricultural robots operating in
these tunnels. The insights gained could facilitate more effective and reliable navigation,
thereby enhancing operational efficiency and reducing the necessity for human intervention.
This can result in a reduction in operational costs and an overall decrease in investment.
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Chapter 2

Theoretical Foundation

2.1 Introduction into SLAM

Simultaneous Localisation and Mapping represents a foundational technology in the do-
main of mobile robotics. SLAM enables robots to construct and update a map of unknown
environments while simultaneously tracking their location in said environments. The util-
isation of SLAM is vital for autonomous navigation in complex settings, including urban
environments, indoor spaces and extraterrestrial terrains [17].

2.2 Core Concepts

The term Localisation is used to describe the process of determining the position and
orientation of a robot in relation to a reference frame. In the context of SLAM, the
localisation process is achieved by integrating data from a variety of sensors, including
those used for odometry, inertial measurement units, and exteroceptive sensors such as
cameras and LIDAR [18].
The process of creating a representation of the environment that a robot navigates is known
as mapping. The map may be represented in a variety of ways, including as occupancy
grids, feature-based maps, or 3D point clouds. The accuracy of a map is a crucial element
in enabling a robot to navigate with reliability and to avoid obstacles [18].
The concept of Sensor Fusion involves integrating data from multiple sensor types, which
can be employed to stabilise the SLAM process. This approach can assist in circumventing
errors in the map and guaranteeing the accurate tracking of the robot’s location [19].
Loop closure represents a fundamental component of SLAM, whereby a robot is enabled
to recognise locations that it has previously visited by detecting similarities in features or
landmarks observed from disparate viewpoints. This process reduces the drift of sensors
over time, thereby facilitating the generation of a more accurate map [20, 21].

2.3 Visual SLAM

As mentioned, visual SLAM is a method of solving the SLAM problem using camera sys-
tems. This solution is used to get comparable results using cheaper hardware. Another
advantage of this is the versatility of a camera, since mapping usually is not the main task
of a rover, it can be used for other tasks as well [21]. See Figure 2.1 for a flowchart of what
the inner workings might look like.
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FIGURE 2.1: Example of a visual-inertial SLAM (viSLAM) process ex-
plained visually [22].

Some insight on how the inner workings Figure 2.1 might look like:
Visual Inertial Odometry (VIO) Thread [23, 24]

• Image Processing: Extracts and tracks keypoints across image frames to determine
relative motion. By using features (such as corners, edges or blobs) that are distinct
and can be reliably tracked across frames. Techniques such as SIFT (Scale-Invariant
Feature Transform), ORB (Oriented FAST and Rotated BRIEF) or others can be
used.

• IMU Processing: Processes and filter inertial data to predict short-term motion and
correct biases.

• Keypoints Selection: Chooses robust keypoints for accurate pose estimation.

• Pose Estimation: Combines visual and IMU data to estimate the camera’s position
and orientation (VO-Pose).

Optimization Thread [25]

• Bundle Adjustment: Refines the camera poses and 3D keypoint positions by mini-
mizing reprojection errors across multiple frames, enhancing accuracy and reducing
drift.

Mapping Thread [24]

• Storing Landmarks: Updates the map with optimized keypoints (landmarks).

• Loop Closure Detection: Recognizes when the camera revisits a location, correcting
accumulated errors (drift).

• Pose Graph Optimization: Refines the entire camera trajectory for global consistency.

• SLAM Pose Estimation: Provides the final, globally consistent camera pose (SLAM-
Pose).
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Flow of Information

• VO-Pose: Initial pose estimate from the VIO thread.

• SLAM-Pose: Final, refined pose estimate from the Mapping thread, ensuring accu-
rate localization and mapping.

2.4 Inertial Measurements

It is of critical importance to ensure that the viSLAM system is provided with accurate
readings from the IMU in order to achieve optimal results. The IMU included with the
ZED 2i camera was satisfactory initially, but subsequent use revealed a number of defi-
ciencies. Even when utilising the presumed factory-calibrated data, the issues remained
evident. These sensors are inherently noisy, meaning that slight variations in their output
are produced even in the absence of actual movement. Over time, the accumulated noise
causes a gradual shift in the measured values since this data usually is integrated. [26].

2.4.1 Random Walk in IMUs

IMUs are affected by random walk, where sensor noise accumulates over time, causing out-
put drift. This affects applications such as navigation and motion tracking. Random walk
in IMUs is typically the result of inherent noise characteristics in the sensors, particularly
in gyroscopes and accelerometers. This noise manifests as random fluctuations or errors
that accumulate over time, resulting in an increasing divergence from the true values. In
gyroscopes, for instance, this noise can cause the angular velocity measurements to deviate
from their true value, while in accelerometers, it affects the measurement of linear accel-
eration [27].

Since these parameters were not supplied by the manufacturer in this case, they had to be
obtained by measuring and calculating them.
In order to address these issues, there are a number of potential solutions. In this case, it
was decided that the most appropriate approach was to use the Allan standard deviation,
given its widespread use as a standardized procedure [28].



7

Chapter 3

Methodology

3.1 Testing Environment

The data collected from testing can be analysed in different ways, as there are multiple
objectives to be met in the result. One area for examination is the mapping capabilities,
which pertains to the accuracy of the map produced. Additionally, the localisation aspect
is a focus. This encompasses the precision of the path and the poses visited during the
test run.
To standardize the benchmarks of SLAM algorithms, public datasets are used and the re-
sults compared, for example the ETH3D dataset [29, 30] or as mentioned before the KITTI
dataset [13].

FIGURE 3.1: Classifying Objects from Static to Dynamic [31].

To effectively assess the suitability of the package in question, a test setup was employed,
mirroring the actual use case of ANT-Robotics. A environment can be classified from
static to dynamic as shown in Figure 3.1. In the case of a polytunnel, the value low. It
can be assumed that the environment is static. This information helps in picking the right
SLAM method and test data.

3.2 Experimental Setup

For the testing setup, two different rigs were selected. One employed both LIDAR and
stereo camera positioned horizontally, as illustrated in Figure 3.2. The rig depicted in
Figure 3.3 utilised an angled camera with the objective of enhancing the Field of View and
increasing the visibility of features, particularly when the camera was mounted in close
proximity to the ground.
The tests were conducted on a trolley in order to facilitate mobility while attempting to
replicate the movement of the ADIR-robot. As a consequence of the difficulties encountered
with the OS and drivers on the NVIDIA Jetson Nano, a desktop computer was employed
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FIGURE 3.2: Testing Setup used with
Horizontal Camera and Horizontal LI-

DAR

FIGURE 3.3: Testing Setup used with
Angled Camera at 30◦ and Horizontal

LIDAR

as an alternative. The PC was mounted on the trolley for processing the data in real time.
To conduct the test, the trolley was pushed through the environment. This was conducted
in an indoor setting displayed in Figure 3.4.This with the objective of replicating the
configuration employed in Figure 1.1, the future workplace of the robot. This is in the
FHGR building B in room B 1.03.
The open-source ROS2 framework [32] was utilised to oversee the execution of all packages,
as this is standard practice in the industry and is used by ANT-Robotics.

FIGURE 3.4: Testing environment used to simulate the polytunnel with the
poles

3.3 Camera

In order to gather visual data, a Stereolabs ZED 2i was utilised. A ROS2 package has
already been developed for this camera, which allows the user to select different resolutions
and frame rates. In order to utilise this package, the machine in question must have
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a NVIDIA GPU built-in and at least one USB 3.0 port, as outlined in the Stereolabs
specifications [33]. The camera is equipped with a built-in IMU.

3.4 IMU

Using the tools supplied in the Kalibr package [34] and Allan-Variance package [35] the
analysis was conducted. The IMU was fixed still in place and the data was recorded for
approximately 32 hours to a ROSBAG. After that the Allan-Variance software was used
to plot the data and obtain the parameters. The calculated values are shown in Table A.1
and Table A.2. The plots also can be found in the appendix These calculated values were
used for the drift reduction of the viSLAM.

3.5 LIDAR

For referencing the path, a solid-state Livox Mid-360 LIDAR was used. Using the driver
Livrox ROS2 driver [36] as a interface. For SLAM the popular FAST-LIO package [37] was
used.

3.6 Data Analysis

To check the trajectory data the absolute pose error (APE) was used as a metric. This
is usually used to compare SLAM packages. To plot this data and calculate the errors,
the evo package [38] was used. The recorded paths from the ROSBAG can be read and
analysed with this software.
With these values, the goodness and precision of a model can be measured and compared
to each other.



10

Chapter 4

Results and Analysis

All runs were recorded during daylight with additional lighting. The Python package evo
was used for the evaluation of the trajectories.

4.1 Results Classroom

The data for this particular run was gathered at the FHGR building B, specifically on the
first floor. This can be considered a typical office environment.
This run, along with several others, was conducted on multiple occasions. However, due
to the inherent differences between each run, it was not possible to overlay them. A
representative example was chosen to illustrate the results gathered from the runs.

4.1.1 Localisation

FIGURE 4.1: Absolute Positional Error from classroom run. The left trajec-
tory shows the result of visual SLAM, the right shows the visual-inertial

SLAM run
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Looking at Figure 4.1, there are three different trajectories visible, the reference is the
same for both runs. These were all recorded simultaneously, so they all travelled the same
path. The trajectory of the LIDAR using FAST-LIO was chosen as a reference to align
the others. The plot shows the path in a plane. The rectangle from (−2.5 m, −1 m) to
(6 m, 10 m) in Figure 4.1 shows the environment displayed in Figure 3.4.
The path was projected to the XY-plane since it was in a planar environment. The devi-
ation in the Z-Axis is shown in Figure A.7. This barley has an influence on the accuracy
of the system.

TABLE 4.1: APE error calculations for SLAM in classroom environment

RMSE mean median σ min max
(m) (m) (m) (m) (m) (m)

Visual-Inertial 0.472 0.418 0.364 0.220 0.066 1.393
Visual 0.635 0.552 0.461 0.313 0.063 1.498

Visual-Inertial before fail 0.414 0.392 0.365 0.132 0.070 0.833
Visual before fail 0.436 0.405 0.407 0.160 0.027 0.990

In Table 4.1, the absolute pose error is displayed in comparison with the reference. It
can be observed that these values are relatively high. When comparing the metrics root
mean squared error (RMSE), mean, median and standard deviation (σ), it can be seen
that the visual-inertial model demonstrates a higher level of accuracy. This suggests that
the measurement is more stable.
The two minimums are comparable, while the maximums are significantly elevated. This
phenomenon can be observed in Figure A.7 around the 740 s mark or in Figure Figure 4.1
at (x = 5 m, y = 9.5 m). This was caused by the loss of tracking due to insufficient visible
features.

Upon closer examination of the calculated values and the APE in Figure A.5, the distri-
bution exhibits characteristics of a normal distribution. Following the removal of outliers
resulting from tracking failure, the graph in Figure A.6 more closely resembles the ex-
pected distribution. The distributions exibits a shift to the right. After this adjustment,
the standard deviation improved by 40 % to 13.2 cm.
Figure A.8 illustrates the Euler angles. Upon examination of the roll and pitch angles,
it indicates the paths of viSLAM and vSLAM are analogous yet offset from one another.
The reference exhibits minimal rotation around the roll and pitch axes, resulting from a
relatively flat trajectory.
Upon analysis of the yaw rotation, it is observed that both the visual and visual-inertial
paths closely adhere to the trajectory of the reference. It is likely due to the majority of
rotations occurred around the Z-axis.
A comparison of the speed across all axes in Figure A.9, reveals that the differences are
minimal. However, the visual signal demonstrates a slower reaction to rapid changes.
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4.1.2 Mapping

FIGURE 4.2: Mapped corridor as displayed
in RVIZ

FIGURE 4.3: Image taken in corridor from
approximately the same position

In Figure 4.2 the mapped corridor is shown, which was created using a 720p resolution.The
Figure 4.3 illustrates the same scene as an image captured by a other camera. Upon com-
parison, it is evident that certain features more prominent in the point cloud than others.
Given the lack of distinctive features in the environment, the number of mapped points is
relatively limited.

A comparison of the top view in Figure A.12 with Figure 4.1 reveals that the path taken
can be retraced, thereby providing some insight into the mapped environment. For a more
comprehensive understanding, it is recommended to examine Figure A.10 and Figure A.11
. The map constructed using the reference LIDAR is shown in Figure A.13.

4.2 Results Classroom with Mist

This run was similar to the previous one. The difference was that the camera lenses
sprayed with a water as illustrated in Figure 4.4. The run was started with a clean camera.
Subsequently, the lenses were misted with a water spray bottle.

FIGURE 4.4: Camera after being
sprayed with water

FIGURE 4.5: Stereo Image taken in RVIZ with sprayed
lens
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4.2.1 Localisation

FIGURE 4.6: Absolute Positional Error from sprayed run. The left trajec-
tory shows the result of visual SLAM, the right shows the visual-inertial
SLAM run. The red arrow shows the position where the camera was

sprayed with water

The position where the camera was sprayed is indicated by an arrow in Figure 4.6. Af-
ter this, the run was continued, allowing for the observation of potential changes. For a
more comprehensive understanding, the taken path Figure 4.7 can be consulted, where the
sprayed position is marked with a red line.

TABLE 4.2: APE error Calculations for classroom environment with
sprayed Lens

RMSE mean median σ min max
(m) (m) (m) (m) (m) (m)

Visual-Inertial SLAM 0.617 0.524 0.478 0.326 0.012 1.477
Visual SLAM 0.822 0.710 0.613 0.413 0.049 1.753

An examination of the data in Table 4.2 reveals elevated values. However, a comparison
with the data in reference Table 4.1 before correction indicates that the former are not
significantly inferior.
Upon examination of the provided graphs, including reference Figure 4.8, it becomes evi-
dent that the alteration subsequent to the application of the water is marginal.
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FIGURE 4.7: Testing environment XYZ from the sprayed classroom run.
The red line marks the point in time where the lens was sprayed with water

FIGURE 4.8: Testing environment RPY from the sprayed classroom run.
The red line marks the point in time where the lens was sprayed with water

4.2.2 Mapping

Following the application of water to the camera, the mapping performance was found to be
impaired. This resulted in a reduction in the number of matching points incorporated into
the point cloud. The quantity of water present on the lens was identified as a contributing
factor.
The influence of water mist sprayed in front of the camera, without causing it to become
wet, was also examined within this context. However, the resulting data could not be
effectively visualised due to the minimal impact on the mapping capabilities.
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Chapter 5

Discussion

5.1 Localisation

The pathways illustrated in Figure 4.1 provide a valuable insight into the findings. A
comparison of the LIDAR path with the visual ones for the entire run in the classroom
reveals a improvable result. As previously stated, this is a consequence of the numerous
outliers generated when tracking failed in the confined and poorly textured area. Upon
examination of the tracking data prior to the failure, as illustrated in Table 4.1, the out-
comes appear considerably more favourable. When looking at the change in distribution
when removing the outliers in Figure A.5 and going to Figure A.6, along with changes in
RMSE and mean values in Table 4.1, suggests the presence of a systematic error in the
measurement. This is supported by the distribution of the measurement errors.
It is possible that this offset was caused by a faulty transformation between the two sen-
sors, resulting in unequal origins in the coordinate systems. This could explain the shift
observed in Figure A.6 Otherwise, the standard deviation is relatively low and aligns with
findings in the literature for this and comparable systems, as documented in [4]. Addition-
ally, a comparison with a previous version of the NVIDIA VSLAM was conducted using
the KITTI dataset, of which the result was uploaded online for reference. The data was
used to calculate the values in Table A.5. For comparison purposes, the popular packages
ORB-SLAM2 Table A.6 and SOFT2 [39] in Table A.7, which represents the best in its
class, were also considered.
However, it should be noted that the datasets were of a disparate nature, with varying
sample sizes. Consequently, the results must be interpreted with caution.
Furthermore, there is a possibility that the reference provided by the LIDAR is carrying
an error, this is supported by the literature [40, 41]. The APE standard deviation for the
KITTI dataset in recorded sequences 05 to 09 is observed to range from 0.25 m to 2.09 m.
The NVIDIA vSLAM package currently lacks the functionality required to perform global
localisation, thus preventing an evaluation of the kidnapped robot problem.

5.2 Mapping

In regard to mapping, the outcomes of the visual-inertial SLAM demonstrate a satisfactory
level of performance. However, the sparse maps are unable to accurately detect slim objects
such as poles. The preference of the algorithm for objects situated in the central portion
of the image may result in the neglect of finer details located at the borders of the image.
This could prove problematic if the navigation is based solely on the poles from the created
map. Should this be required, an additional program could be developed to detect the said
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poles and map them independently to the map. Additionally, the Nvblox package [42] from
NVIDIA could be employed to get an enhanced 3D reconstruction of the environment.
Following the application of a lens spray containing water, the mapping capabilities were
found to be compromised. This could be attributed to the reduced number of points
that could be matched, although there remained a sufficient number for the purposes of
localisation and odometry.

5.3 Suitability for Polytunnels

It is challenging to provide a definitive answer to this question, given the limited field
testing conducted as part of the thesis. The validation conducted within the tunnel is
challenging to assess due to the absence of a ground truth. It is unfortunate that the visual
SLAM datasets in comparable settings could not be obtained due to their unavailability
or incompatibility with ROS2 [43, 44].
However, other factors present in polytunnels, namely changes in lighting or the spraying,
were successfully tested and demonstrated favourable outcomes, ranging from acceptable
to excellent. In the instance of brightness changes, the visual-inertial system once again
exhibited an advantage in its capacity to sustain operation despite the disruption of the
tracking process.

5.4 Visual or Visual-Inertial

The results and subsequent analysis have demonstrated that, in the context of a robust
system, the visual-inertial system exhibits a distinct advantage over the only visual system.
Even though the IMU movements are only taken into account in the calculations in the
event of a visual tracking failure, the performance of this package is enhanced when the IMU
tracking takeover is enabled. However, it should be noted that there are some limitations
to the IMU tracking takeover, as it is only stable for a couple of seconds. After this period,
the drift can influence it to a significant extent, as can be observed in the Classroom
scenario, even when the correct drift correction values are applied.

5.5 Spraying

In regard to the issue of a dirty or sprayed lens, the findings in this study were inconclusive.
This finding is also consistent with the results of the conducted study [45]. In some
instances, the impact was more pronounced than in others. Nevertheless, the outcome was
more favourable than anticipated. This could be enhanced by the utilisation of a secondary
camera positioned differently or alternative sensor fusion techniques. The application of
the spraying in front of the lens had a negligible impact on the results. Nevertheless, this
is a challenging aspect to control when the robot is tasked with spraying. In future stages,
a mist/droplet removal algorithm, such as that described in [46], could be employed to
filter the images prior to matching. In [45], the use of DNNs for this purpose were also
proposed.
The impact of water on the LIDAR was not within the scope of this study.
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5.6 Fusion with Wheel Odometry

It is difficult to provide a definitive answer to this question, as the odometry of the wheels
could not be tested in the test environment due to the robots size. The results produced
suggest that this could enhance the robustness of the positioning, particularly when the
robot is stationary or tracking is lost. However, when considering the different surfaces on
which the robot is moving, the implementation, especially when moving or turning, could
present a challenge.

5.7 Difficulties

It proved very hard to find a working vSLAM solution for this application. Since many
of these packages are not maintained anymore, only a small percentage of them support
ROS2. Some of that also could be due to the industry being hesitant to migrate their
entire codebase from ROS1 to ROS2. Even for those packages found for ROS2, very little
of them actually worked and even less with the hardware available. This lead to the use
of the closed-source NVIDA vSLAM package [11]. There were no publications found using
this algorithm. This is not a optimal solution since less of the inner workings and limi-
tations of the system are not known. However, as mentioned this package it is still kept
up-to-date and new features are developed [22, 47].

The ZED 2i camera has a topic called /imu/data and /imu/data/raw. However when com-
paring them to the Figure A.3 and Figure A.4 as well as to the Table A.3 and Table A.4
the difference is minimal, even when looking at the change over an hour. It is not really
clear what the factory calibration from the camera did.

5.8 Performance Issues

Some issues were encountered when using the Stereolabs ZED 2i in conjunction with the
hardware employed in this experiment. As previously stated in the methodology section,
an older desktop computer was utilised. It was observed that when ROSBAG recordings
were taken, especially when recording the images provided by the camera, the performance
was significantly reduced. This was noticable by unexpected jumping from the position
calculated by the SLAM software. This could have been due to the large amount of data
being transported over USB and subsequently through the USB controller or the RAM
speed, that is quiet low. The CPU load was not significantly impacted when recording
fewer topics to the external SSD; however, the performance of SLAM improved, as was
evidenced by fewer images being dropped and a reduction in the jumping of position.
Similar issues were notices when replaying ROSBAGS from the external drive.
This was only a problem when recording the ROS topics, this problem did not occur during
normal real-time operation.

5.9 Further Steps

Further testing is required with embedded hardware in the field to resolve the issues noticed
during this project. Additionally, testing different camera angles could prove beneficial,
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particularly in mapping the poles close to the ground.
To enhance overall accuracy, a superior IMU and the use of multiple stereo cameras, which
are supported by the package, are recommended.
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Chapter 6

Conclusion

This study examined the deployment of SLAM (Simultaneous Localization and Mapping)
using ROS2 in a differential drive robot operating within polytunnel environments. The
objective was to integrate visual and inertial methods to enhance the robot’s localisation
and mapping capabilities. The research demonstrated that while visual-inertial SLAM
provides significant improvements over visual-only approaches, several challenges must be
addressed to ensure robust performance in agricultural settings.
The findings indicate that the SLAM system developed in this thesis is effective in stan-
dard indoor environments. However, its performance can be compromised by real-world
conditions such as mist or dirt on the camera lens, which can obstruct the field of view
and degrade mapping accuracy. Nevertheless, the system demonstrated potential for local-
isation and mapping within simulated polytunnel conditions, suggesting a valuable contri-
bution to agricultural automation. However, the study also identified limitations related
to software compatibility, hardware performance and environmental adaptability. These
issues indicate that further research and development are necessary to refine the SLAM
system for practical deployment in agriculture. In particular, enhancing the robustness of
the system against environmental disturbances, improving sensor integration and conduct-
ing extensive field tests are essential steps for future work.

In conclusion, the implementation of SLAM using ROS2 has been demonstrated to be
a viable approach for differential drive robots. However, further refinement is required
for its application in polytunnel environments. Addressing the identified challenges will be
essential for advancing the use of autonomous robots in agriculture, ultimately contributing
to increased efficiency and reduced human intervention in farming operations.
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Appendix A

Appendix

FIGURE A.1: Allan Deviation: Accelerometer Data ZED 2i

FIGURE A.2: Allan Deviation: Gyroscope Data ZED 2i
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FIGURE A.3: Allan Deviation: Raw Accelerometer Data ZED 2i

FIGURE A.4: Allan Deviation: Raw Gyroscope Data ZED 2i

TABLE A.1: Accelerometer Specifications

Specification Value
X Velocity Random Walk 0.06767 m/s/

√
hr

Y Velocity Random Walk 0.05336 m/s/
√

hr
Z Velocity Random Walk 0.06703 m/s/

√
hr

X Bias Instability 3886.10525 m/hr2

Y Bias Instability 3648.37478 m/hr2

Z Bias Instability 5123.08800 m/hr2

X Accel Random Walk 0.00010 m/s2/
√

s
Y Accel Random Walk 0.00009 m/s2/

√
s

Z Accel Random Walk 0.00012 m/s2/
√

s
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TABLE A.2: Gyroscope Specifications

Specification Value
X Angle Random Walk 0.33064 deg/

√
hr

Y Angle Random Walk 0.36550 deg/
√

hr
Z Angle Random Walk 0.30938 deg/

√
hr

X Bias Instability 1.11593 deg/hr
Y Bias Instability 1.29324 deg/hr
Z Bias Instability 1.09518 deg/hr
X Rate Random Walk 0.00018 deg/s/

√
s

Y Rate Random Walk 0.00021 deg/s/
√

s
Z Rate Random Walk 0.00017 deg/s/

√
s

TABLE A.3: Raw Accelerometer Specifications

Specification Value
X Velocity Random Walk 0.06767 m/s/

√
hr

Y Velocity Random Walk 0.05336 m/s/
√

hr
Z Velocity Random Walk 0.06704 m/s/

√
hr

X Bias Instability 3886.41110 m/hr2

Y Bias Instability 3648.30998 m/hr2

Z Bias Instability 5122.19246 m/hr2

X Accel Random Walk 0.00010 m/s2/
√

s
Y Accel Random Walk 0.00009 m/s2/

√
s

Z Accel Random Walk 0.00012 m/s2/
√

s

TABLE A.4: Raw Gyroscope Specifications

Specification Value
X Angle Random Walk 0.33067 deg/

√
hr

Y Angle Random Walk 0.36552 deg/
√

hr
Z Angle Random Walk 0.30937 deg/

√
hr

X Bias Instability 1.11606 deg/hr
Y Bias Instability 1.29233 deg/hr
Z Bias Instability 1.09486 deg/hr
X Rate Random Walk 0.00018 deg/s/

√
s

Y Rate Random Walk 0.00021 deg/s/
√

s
Z Rate Random Walk 0.00017 deg/s/

√
s
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FIGURE A.5: Histogram visual-inertial from classroom run with outliers
from the tracking failure

FIGURE A.6: Histogram visual-inertial from classroom run before failure
(without the outliers)
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FIGURE A.7: Testing environment XYZ from the classroom run

FIGURE A.8: Testing environment RPY from the classroom run

FIGURE A.9: Testing environment speed from the classroom run
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FIGURE A.10: Visual SLAM mapping corridor side view

FIGURE A.11: Visual SLAM mapping side view
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FIGURE A.12: Mapping from the whole classroom run as displayed in
RVIZ
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FIGURE A.13: LIDAR map top view taken from the classroom run

TABLE A.5: NVIDIA vSLAM on KITTI dataset APE sequences 11-15 (cal-
culated)

Sequence Name RMSE Mean Median σ Min Max
(m) (m) (m) (m) (m) (m)

11 0.895 0.680 0.494 0.582 0.000 3.156
12 11.881 11.757 11.397 1.716 0.000 15.397
13 3.693 3.401 3.622 1.439 0.000 6.413
14 0.531 0.412 0.404 0.336 0.015 1.022
15 2.189 1.852 1.522 1.168 0.000 4.189
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TABLE A.6: ORB-SLAM2 on KITTI dataset APE sequences 11-15 (calcu-
lated)

Sequence Name RMSE Mean Median σ Min Max
(m) (m) (m) (m) (m) (m)

11 2.904 1.776 0.413 2.297 0.000 8.582
12 10.247 8.577 7.062 5.606 0.000 19.221
13 4.026 3.708 3.645 1.567 0.000 7.259
14 0.450 0.298 0.105 0.337 0.000 0.968
15 1.720 1.499 1.438 0.845 0.000 3.318

TABLE A.7: SOFT2 on KITTI dataset APE sequences 11-15 (calculated)

Sequence Name RMSE Mean Median σ Min Max
(m) (m) (m) (m) (m) (m)

11 0.549 0.487 0.526 0.252 0.000 0.911
12 4.132 3.766 4.526 1.700 0.000 5.381
13 3.517 3.238 3.193 1.374 0.000 6.218
14 0.258 0.226 0.203 0.123 0.000 0.508
15 1.193 1.000 0.817 0.652 0.000 2.256
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Appendix B

Attachments

1. CAD

• Mount ZED and Livox
Description: CAD model of the ZED 2i and Livox Mid-360 mounted together.
File: ZED&LIVOX.step
Date and Time: 06/08/2024 10:10

• Tilted Mount ZED and Livox Description: CAD model of the tilted ZED 2i and
Livox Mid-360 mounted together.
File: ZED&LIVOX_30Degrees.step
Date and Time: 06/08/2024 10:10

2. KITTI_calculations

• data_nvidia
– Sequence 11

Description: KITTI Sequence 11 from Elbrus aka. NVIDIA VSLAM [13].
File: 11.txt
Date and Time: 07/08/2024 20:52

– Sequence 12
Description: KITTI Sequence 12 from Elbrus aka. NVIDIA VSLAM [13].
File: 12.txt
Date and Time: 07/08/2024 20:52

– Sequence 13
Description: KITTI Sequence 13 from Elbrus aka. NVIDIA VSLAM [13].
File: 13.txt
Date and Time: 07/08/2024 20:53

– Sequence 14
Description: KITTI Sequence 14 from Elbrus aka. NVIDIA VSLAM [13].
File: 14.txt
Date and Time: 07/08/2024 20:53

– Sequence 15
Description: KITTI Sequence 15 from Elbrus aka. NVIDIA VSLAM [13].
File: 15.txt
Date and Time: 07/08/2024 20:53

• data_orb2
– Sequence 11

Description: KITTI Sequence 11 from ORB-SLAM2 [48].
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File: 11.txt
Date and Time: 07/08/2024 22:10

– Sequence 12
Description: KITTI Sequence 12 from ORB-SLAM2 [48].
File: 12.txt
Date and Time: 07/08/2024 22:10

– Sequence 13
Description: KITTI Sequence 13 from ORB-SLAM2 [48].
File: 13.txt
Date and Time: 07/08/2024 22:10

– Sequence 14
Description: KITTI Sequence 14 from ORB-SLAM2 [48].
File: 14.txt
Date and Time: 07/08/2024 22:10

– Sequence 15
Description: KITTI Sequence 15 from ORB-SLAM2 [48].
File: 15.txt
Date and Time: 07/08/2024 22:10

• data_soft2

– Sequence 11
Description: KITTI Sequence 11 from SOFT2 [49].
File: 11.txt
Date and Time: 07/08/2024 22:15

– Sequence 12
Description: KITTI Sequence 12 from SOFT2 [49].
File: 12.txt
Date and Time: 07/08/2024 22:15

– Sequence 13
Description: KITTI Sequence 13 from SOFT2 [49].
File: 13.txt
Date and Time: 07/08/2024 22:15

– Sequence 14
Description: KITTI Sequence 14 from SOFT2 [49].
File: 14.txt
Date and Time: 07/08/2024 22:15

– Sequence 15
Description: KITTI Sequence 15 from SOFT2 [49].
File: 15.txt
Date and Time: 07/08/2024 22:15

• Calculate APE
Description: Calculate the APE of the published KITTI data.
File: calculate.ipynb
Date and Time: 07/08/2024 22:16

3. Github repository
Description: Cloned github repo with all the code necessary to run the SLAM.
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File: Code.zip
Date and Time: 09/08/2024 02:29
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